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Abstract—The regular commute for many individuals could 
significantly impact their general well-being. The daily 
commute to work can be linked to chronic stress, which is 
known to have negative implications on mental health, as well as 
increased blood pressure, heightened heart rate, and high 
fatigue. The primary objective of this study is to examine the 
physiological effects of commuting using machine learning 
techniques, with a specific emphasis on analysing the impact of 
different transportation methods. Healthy individuals were 
recruited to collect various biological signals, such as blood 
pressure (BP), heart rate, and electroencephalogram (EEG) 
data. By leveraging multiple machine learning techniques, we 
examined the effects of different commuting modes, whether 
short or long. Our findings revealed an increase in objective bio 
signals following the commute. Furthermore, when comparing 
stress levels between different commute modes, we observed 
that driving is more stressful than other modes, like public 
transport. We obtained highly encouraging outcomes by 
implementing the support vector machine (SVM) algorithm, 
which exhibited an impressive accuracy of 93.2%. In 
comparison, the K-nearest neighbour (KNN) and Naïve Bayes 
algorithms yielded good accuracy of 87.9%. Similarly, by 
utilising the PANAS questionnaire, we observed that the positive 
affect levels were greater before the commute. This suggests that 
participants demonstrated a higher degree of positivity and 
enthusiasm towards their work prior to boarding on their 
commute. 

Keywords—stress assessment, wearable device, commute, 
machine learning, biosignals 

I. INTRODUCTION  

Commuting is considered one of the least enjoyable and 
stressful activities. Approximately 100 million European 
Community employees commute daily to and from 
workplaces [1]. On average, workers in England devote about 
one hour per day to their daily commute [2]. Additionally, one 
of every seven workers commutes daily for at least two hours. 
These statistics highlight the significant time many 
individuals in England allocate to commuting as part of their 
daily routines. An examination of the existing data reveals that 
commuting has experienced a rise in recent decades. This 
increase can be attributed to the growing ownership of cars, 
which has led to a dispersed distribution of residential areas 
and job locations. Travelling to work requires considerable 
time and effort in our daily work schedules and can affect us 
physically and mentally. It can diminish our productivity at 

work and potentially lead to higher absenteeism rates [3]. 
Commuting plays a crucial role in daily work routines, making 
it a significant factor in the well-being of the working 
population. However, surprisingly, limited research has been 
conducted on its influence on employee productivity [4]. 
Previous research on employee productivity has 
predominantly concentrated on examining the effects of 
sociodemographic and attitudinal factors among employees 
and organisational cultural and environmental aspects. The 
impact of commuting on productivity has received relatively 
less attention in these studies [5]. 

 Long commutes have been linked to adverse impacts on 
one's mental well-being, including conditions like depression, 
financial concerns, work-related stress, and sleep 
disturbances. There are assertions that individuals with 
lengthy commutes are at a higher risk of experiencing burnout, 
stress, and illness, which can subsequently lead to increased 
absenteeism and decreased performance in the workplace. 
These claims suggest a negative relationship between long 
commutes, well-being, and job effectiveness [2]. The effect of 
commuting on your health can be influenced by several 
factors, including the duration of your commute, the mode of 
commute, and the prevailing weather conditions you 
encounter. These factors can collectively affect your well-
being and potentially contribute to positive or negative health 
outcomes from your daily commute [6]. A study investigated 
the correlation between commuting time and perceived stress 
among young Korean workers [7]. The researchers used a 
fixed-effects panel data analysis model to collect longitudinal 
survey data from Korean youth. The empirical analysis 
conducted in the study revealed a negative association 
between commuting time and the perceived stress levels of 
young Korean workers. 

Indeed, stress is recognised as a significant risk factor for 
various diseases and health conditions. Prolonged or chronic 
stress can develop or exacerbate hypertension (high blood 
pressure), cardiovascular diseases, heart attacks, strokes, and 
other related disorders. Additionally, stress can profoundly 
impact mental health, leading to psychological disorders like 
anxiety and depression and influencing behavioural patterns 
and habits. It is essential to address and manage stress 
effectively to mitigate its potential negative consequences on 
physical and mental well-being [6]. Experiencing persistent 
stress can result in severe psychological and physical 
disorders [8]. Non-invasive physiological measures like heart 
rate variability (HRV) and electroencephalograms (EEG) 



have been employed as reliable methods to assess stress 
objectively. These methods have proven effective in 
facilitating stress management strategies in various studies 
[8]. The impact of stress on an individual can be readily 
observed through noticeable changes in their behaviour. In 
addition to visible physical manifestations, the medical field 
utilises various markers to assess stress, including HRV, 
respiratory activity, Galvanic Skin Response (GSR), BP, and 
EEG. These markers gauge and monitor stress levels in 
medical backgrounds [9]. Also, Psychologists widely employ 
stress questionnaires as an alternative method to determine 
patients' stress levels [10]. 

As our world progresses towards intelligent systems, there 
is an increasing need for collaboration and knowledge-sharing 
among individuals. In medical treatment, Artificial 
Intelligence (AI) has found widespread use in facilitating the 
development of intelligent systems. We aim to harness the 
collaboration between AI and medical data analysis to create 
an intelligent system capable of detecting stress. Through this 
action, individuals or patients can take proactive measures to 
prevent the initiation of stress. The primary goal of this study 
is to examine the physiological consequences of commuting 
by employing a range of qualitative and quantitative 
measures. The study also aims to investigate the physiological 
effects of commuting by applying diverse machine-learning 
techniques. We compared their positive PANAS scores before 
and after the commute to assess participants' stress levels. If 
the participant's positive score decreased after the commute, it 
was interpreted as an indication that some aspects of the 
commute had induced stress, reducing the positive PANAS 
score. 

This study investigates the impact of commuting on an 
individual's physical well-being and develops predictive 
models using machine learning techniques. Additionally, the 
study aimed to collect and analyse the experiences of 
commuters, mainly focusing on utilising emerging computing 
technologies. The research also sought to establish a living lab 
for conducting multimodal experiments in body sensors, 
ubiquitous computing, and wireless telehealth. Traditionally, 
only medical and physiological professionals can determine if 
someone is stressed, often relying on questionnaires and 
participants' self-reported reactions. Creating an intelligent 
model that utilises individuals' bodily data to automatically 
evaluate stress levels and mitigate potential health risks, such 
as high blood pressure. The paper is organised as follows: 
Section-II Literature Review on Stress, Machine learning 
algorithms and existing methods. Section-III consists of the 
methodology of this study. Section-IV is about the 
implementation and details of the proposed framework. 
Section-V has the results and discussion. Finally, Section-IV 
concludes the whole work. 

 

II. LITERATURE REVIEW 

Stress is a common component of our daily lives that many 
individuals experience in different situations. However, 
enduring long periods or intense stress levels can threaten our 
overall well-being and disrupt our daily routines. In a study, 
Ghaderi et al. examined stress levels by analysing data from 
respiration, HR, facial EMG, and GSR from the foot and hand. 
Their findings indicated that features related to the respiratory 
process play a significant role in detecting stress [11]. Maria 
Viqueira et al. conducted a study on predicting mental stress 

using dedicated stress-sensing hardware. The research 
involved Galvanic Skin Response (GSR) as the sole 
physiological sensor for detecting and monitoring stress levels 
[12]. David Liu et al. conducted an investigation focused on 
predicting stress levels using Electrocardiogram data [13]. 
The stress levels can be determined by employing statistical 
characteristics of heart rate, Galvanic Skin Response, 
frequency domain features of heart rate and HRV, as well as 
the power spectral components of the Electrocardiogram [14]. 
Several recent studies indicate that heart rate is crucial in stress 
detection. Stress can influence vital control mechanisms 
related to stroke volumes, including diastolic and systolic 
functions. Consequently, it leads to an elevation in heart rate 
and an increase in blood pressure as a response to stress. 

In EEG data classification, the extraction of features 
remains a crucial step. Typical techniques for extracting 
features include wavelet analysis, statistical analysis, discrete 
wavelet transforms, and Fourier analysis. The selected parts 
can be classified using popular classifiers like Support Vector 
Machine, K-nearest neighbour, random forest, Artificial 
Neural Network, Bayesian modelling, and k-means 
clustering[15]. 

Rahman et al. provided a detailed summary of the 
influence of mental workload on mental stress, utilising 
recorded electroencephalogram (EEG) signals and 
classification methods to identify and measure levels of 
mental stress. The study involves collecting EEG signals from 
individuals with specific cognitive workloads, conducting 
spectrum analysis, and extracting features for classification 
using K-Nearest Neighbours. The mean power of the beta 
band is specifically employed as a feature in the category of 
mental stress. By combining the mean power of the beta band 
with the K-nearest neighbour classifier, an important accuracy 
of 91.26% was achieved, surpassing the performance of the 
conventional Fuzzy K-Nearest Neighbours (FKNN) classifier 
and other previously suggested methods for mental stress 
recognition [16]. In addition, Hu et al. propose a classification 
methodology that integrates correlation-based features with 
the k-nearest neighbour data mining algorithm, with a specific 
emphasis on the valence aspect. The valence aspect was 
divided into three classes within their approach. The results 
demonstrate a correct classification rate (CCR) of 83% in 
recognition of attention using EEG data [17]. 

Likewise, a study examined the impact of OM mantra 
meditation on the brain. The objective was to observe delta 
waves in the brains of 23 participants engaged in meditation. 
The analysis consisted of utilising Support Vector Machine 
(SVM) algorithms and extracting statistical features from 
EEG data to classify the existence of delta band brain waves 
[18]. 

A model was created for emotion recognition using EEG 
signals, which employed the empirical mode decomposition 
method (EMD). This model aimed to categorise various states 
of human emotion by applying multiple machine learning 
algorithms [19].  

III. METHODOLOGY  

In this study, we investigate the impact of commuting 
using different artificial intelligence techniques based on the 
commute mode. This study provides a comparison of car and 
train commuters with multiple indicators of stress. We are 
applying other Artificial intelligence techniques: KNN, SVM, 
and Naïve Bayes Classifier to investigate this. These methods 



were employed to examine and analyse the numerical data 
obtained from the participants. Additionally, we used the 
Positive and Negative Affect Schedule (PANAS), a subjective 
self-report questionnaire, to collect supplementary 
information. 

Data were collected from 45 participants, 27 males and 18 
females. These participants are from different parts of London 
and commute to work regularly. To gather biosignals, we 
employed non-invasive wearable technologies such as 
MySignals and MindWave EEG headsets. We collected data 
on participants' blood pressure, heart rate, and EEG signals for 
five consecutive days. Additionally, we employed the Positive 
and Negative Affect Schedule (PANAS) as a subjective self-
report questionnaire to evaluate the effects experienced by the 
participants. The questionnaire mentioned has gained 
widespread acceptance as a dependable assessment tool for 
emotional states, applicable in community and clinical 
settings [20]. Heart rate and blood pressure data were recorded 
using the MySignals device, shown in Figure 1. The EEG 
signals of the participants were captured using the NeuroSky 
MindWave headset, as depicted in Figure 2. 

Similarly, different parameters such as height, weight,  
weight, age, alcohol and smoke status, and weather 
(temperature) were also collected from the participants. The 
data collection occurred during the participants' commute 
from home to the workplace. Recording bio-signals in the 
study posed no risks or hazards to the participants, ensuring 
their safety throughout the procedure. 

 

 
Fig. 1. MySignals Device 

 

 

Fig. 2. Electroencephalogram Headset 

In this study, two datasets were constructed using the 
collected participant data. The first dataset consisted of 
objective parameters: blood pressure, heart rate, and 
electroencephalogram. The second dataset included these 
objective parameters (blood pressure, heart rate, and EEG), 
along with additional variables such as age, gender, height, 
medication usage, weight, and habits related to smoking and 
alcohol consumption. Data were pre-processed, selected the 
relevant features before applying the different machine 
learning techniques. The complete process is illustrated in 
Figure 3 below through a graphical representation. 

 
Fig. 3. Stages of this study. 

 

IV. IMPLEMENTATION 

This study developed and implemented a data analysis 
approach based on machine learning. A comprehensive 
literature review was conducted on the best machine learning 
algorithm. Support Vector Machine, K-Nearest Neighbour 
and Naïve Bayes classifier were selected to execute the data 
analysis. Similarly, confusion matrix Receiver operator 
characteristic (ROC) curves were used as measures to evaluate 
the model's performance. ROC curves vividly demonstrate a 
classification model's remarkable and awe-inspiring 



performance at every categorisation level, without doubt 
about its sheer brilliance and effectiveness [21]. 

Similarly, the performance and efficacy of the selected 
machine-learning techniques were evaluated and summarised 
using a confusion matrix [22]. The primary purpose of the 
confusion matrix was to provide a detailed breakdown, in 
terms of counts and by class, of the correct and incorrect 
predictions made by the classification model. By presenting 
this information, the confusion matrix enables the evaluation 
of the accuracy and precision of the classification model 
Likewise, cross-validation was employed to prevent biased 
decision-making caused by testing the model with the entire 
dataset [23]. This procedure involves dividing the data into K 
folds, where K represents the maximum number of possible 
folds. The test set was employed for each partitioned dataset, 
while the training set was used for the remaining partitions. 
This process ensured that each partitioned dataset was tested 
at least once, and the overall performance was evaluated based 
on the mean value. Cross-validation demonstrated a decreased 
level of variability when compared to the conventional 
approach of splitting the data into separate training and test 
sets. 

 

V. RESULTS AND DISCUSSION 

A. Using only the main parameters: Blood pressure, Heart 
rate and EEG 

1. Support Vector Machine (SVM) 
The Support Vector Machine (SVM) is a highly regarded 

machine learning algorithm appreciated for its competence in 
addressing regression and classification tasks. After 
employing this algorithm to classify the data, we achieved an 
impressive accuracy rate of 90%. Out of a total of 161 
predicted values, 146 were correctly identified. Likewise, in 
the case of the second class, there were only four 
misclassifications out of 29 instances. The confusion matrix 
depicted in Figure 4 below illustrates the model's 
performance.   

 

 
Fig. 4. Confusion matrix of Support Vector Machine for the first dataset. 

Similarly, to evaluate the effectiveness of the algorithms, 
ROC curves were plotted, and the performance of the SVM is 
depicted in Figure 5 below. 

 
Fig. 5. ROC curve of Support Vector Machine for the first dataset.  

2. K-Nearest Neighbour 

KNN (K-Nearest Neighbours), a supervised learning 
technique, is extensively used in regression and classification 
problems. It operates by categorising a given input by 
considering its neighbouring data points. As a non-parametric 
model, KNN calculates the distance between the given data 
point and each training input. Based on this distance 
calculation, it then assigns the test input to the class of its K-
nearest neighbours. KNN is commonly employed in 
classification and regression tasks to classify information 
based on its nearest neighbour. It calculates the distance 
between the given data point and all training inputs, ultimately 
assigning the test input to the class of its K-nearest neighbour. 
Using this algorithm, we obtained an accuracy of 84.7%. As 
illustrated in Figure 6 below, the classifier only misclassified 
27 out of 175 in the first class, while 13 out of 15 values were 
correctly classified. Additionally, Figure 7 presents the 
performance of KNN utilising the ROC curve. 

 

Fig. 6. Confusion Matrix of KNN for the first dataset. 



 

Fig. 7. ROC curve of KNN for the first dataset. 

3. Naive Nayes Classifier 

The naive Bayes classifier is a supervised learning 
technique that applies Bayes' theorem to make predictions. It 
operates under the assumption that the presence of one feature 
in a specific class is independent of the existence of other 
elements in different courses. The naive Bayes classifier 
calculates probabilities for all occurrences without 
considering their interdependencies. This approach is 
beneficial when dealing with datasets with multiple features 
and high dimensionality. In our study, we employed the 
Gaussian naive Bayes algorithm, which is well-suited for 
handling continuous data that follows a normal distribution, 
such as age, height, and weight. The accuracy achieved with 
this algorithm on the first dataset was 84.2%. Figure 8 
illustrates the algorithm's performance using a confusion 
matrix, while Figure 9 presents the ROC curve, providing a 
graphical representation of the algorithm's performance.  

 

Fig. 8. Confusion matrix of Naïve Bayes Classifier for the first dataset. 

 

Fig. 9. Performance of Naïve Bayes using ROC curve. 

B. Using main parameters (BP, HR, EEG) and other 
parameters 

 
Similarly, we applied all the selected machine learning 

algorithms to the second dataset to develop a model that 
predicts the physiological effects of commute. This 
comprehensive dataset encompasses essential parameters 
such as heart rate, BP, and electroencephalogram, along with 
subjective factors including age, height, weight, gender, 
medication usage, smoking and alcohol habits, location, 
weather temperature, and comprehensive medical health 
information. By considering both objective and subjective 
aspects, our model aimed to provide a holistic understanding 
of the potential impact of commuting on physiological well-
being. Adding personalised parameters to the first dataset 
increased the model's performance. We obtained highly 
encouraging outcomes by implementing the Support Vector 
Machine (SVM) algorithm, which exhibited an impressive 
accuracy of 93.2%. In comparison, the K-nearest neighbour 
(KNN) and Naïve Bayes algorithms yielded good accuracy of 
87.9%. These results underscore the efficacy of SVM in 
capturing patterns and making accurate predictions, 
positioning it as a promising approach in our study.   

 

Similarly, the classifier performance evaluation, including 
the accuracy of all classifiers, is effectively represented 
through a confusion matrix. This matrix enables a visual 
representation of the comparison between the actual and 
predicted classes, as shown in the table presented in Table 1 
below. This comprehensive evaluation provides valuable 
insights into the classification accuracy attained by each 
classifier. 

TABLE I.  COMPARISON OF THE PERFORMANCE OF DIFFERENT 
MACHINE LEARNING METHODS. 

Technique Dataset Accuracy 

SVM First 90.00% 

Second 93.20% 

KNN First 84.70% 

Second 87.90% 

Naïve Bayes First 84.20% 

Second 87.90% 



 

VI. CONCLUSION 

In this study, we used various artificial intelligence 
techniques to develop a classification model for predicting the 
impact of commuting. Two datasets were used, one with 
essential parameters like blood pressure, heart rate, and 
electroencephalogram data and the other incorporating 
personalised variables. We examined the effects of different 
commuting modes and found an increase in objective bio 
signals following the commute. Passive commuters, 
specifically those who drive, exhibited elevated stress levels 
in comparison to active commuters. The result obtained from 
this study suggested that driving is a more stressful commute 
mode compared to other commuting methods, like public 
transport. 

Similarly, the support vector machine showed the best 
performance on both datasets, with an accuracy of 90% and 
93.20% for the first and second datasets, respectively. The 
performance of the model improved when personalised 
parameters were incorporated into the dataset for all machine 
learning techniques. Likewise, through the PANAS 
questionnaire, we observed that the level of positive effect 
decreased after the commute. This indicates that participants 
exhibited higher positivity and enthusiasm towards their work 
prior to starting their commute. Conversely, negative affect 
showed an increase suggesting a decrease in interest or an 
elevation in stress levels among the participants. The objective 
findings derived from our machine learning-based approach 
were in line with the subject alignment obtained from the 
PANAS assessment, providing additional support and 
validation for our findings.  

In our future work, we plan to expand the scope of the 
designed model to encompass a broader range, including 
London and other cities. This will allow for a more 
comprehensive understanding of the impact of commuting 
across different urban areas 
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