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Abstract

Endotracheal suctioning (ES) is a complex procedure associated with
a series of actions and inherent risks, particularly in the intensive care
unit (ICU). Given the importance of precise execution, it is preferable
to have skilled nurses perform ES tasks. To facilitate nurse training and
ensure proficiency in ES procedures, automated nursing activity recogni-
tion presents a promising solution, offering benefits in terms of cost, time,
and effort. In this paper, we propose a novel approach to nurse training
activity recognition for ES tasks, leveraging the capabilities of Generative
Artificial Intelligence (GenAI). Specifically, we demonstrate how Large
Language Models (LLMs), a subset of GenAI, can enhance the efficiency
of nursing activity recognition. By employing LLMs such as OpenAI’s
Generative Pre-trained Transformer (ChatGPT), Google’s Gemini, and
Microsoft’s Copilot, we aim to improve the accuracy and efficiency of our
methodology. Our study identifies a clear gap in the utilization of LLMs
for more accurate determination of nursing activities related to ES, with
reduced human interaction. Through the integration of approaches and
data features suggested by LLMs, we achieve a notable increase in accu-
racy from baseline 0.51 to 0.58, along with an elevated F1 score from 0.31
to 0.46. These results underscore the potential of LLMs, as a subset of
GenAI, to enhance traditional problem-solving efficiency by offering ro-
bust solutions and procedures.

1 Introduction

The field of computer vision (CV) is giving a significant focus on Hu-
man Activity Recognition (HAR) which refers to the prediction of hu-
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man body motion and movement using data generated by various sensors
and devices[19]. There are plenty of applications and effects of analyzing
HAR. Recognizing daily life activities is becoming increasingly valuable
for enhancing efficiency, reducing costs, and streamlining efforts which
is particularly important for applications in healthcare, education, and
manufacturing industries, which involve abnormal behavior detection and
human-computer interaction[18]. In this paper, we analyze and predict
nursing activity recognition regarding identifying and predicting tasks as-
sociated with ES. ES is one of the critical activities that requires experi-
enced nurses. To train a nurse and examine their performance, HAR can
be a beneficial tool in different ways by minimizing time and cost.

GenAI and LLMs are technological wonders known for their power in
natural language processing and content generation which creates numer-
ous opportunities and ways to solve real-world problems[6]. GenAI and
LLMs are very useful in revolutionizing data and information manage-
ment in various sectors including healthcare, medicine, production, and
more with their unique ability to generate new data or contents, providing
promising guidance and solutions[22]. In this paper, we show how LLMs
influenced the performance of our deployed methods in nursing activity
recognition regarding ES.

Here we aim to show how a subset of GenAI that is LLMs helps to en-
hance the performance of our selected models by demonstrating for a par-
ticular dataset, how recommendations and solutions generated by Chat-
GPT 4.0, ChatGPT 3.5, Gemini, and Copilot which are the products of
modern LLMs increases both accuracy and F1 score in our methodology.
In a broader sense, GenAI holds the capability to transform healthcare
applications, predictions, and data management through automated pro-
cedures, increasing clinical decision-making and offering expert diagnostic
supports and tools[17]. Table 1 shows some of the fundamental differences
between the traditional approach and the GenAI approach.

The structure of our methodology is divided into two sections where
the first part consists of a traditional approach with a minor influence of
LLMs. In the second part of the methodology all features, algorithms, and
processes are followed and used according to LLMs. After the successful
completion of the LLMs part, we achieved better accuracy than the tra-
ditional approach for the training dataset. The demonstration not only
showcases promising outcomes but also unveils opportunities and insights
that surpass human capabilities, all within a specific timeframe. GenAI
holds unique capabilities to modify existing content and processes, cre-
ate new data and processes, and represent a revolutionary transformation
compared to adding technological addition[10].

This paper is divided into the following sections. Section 2 discusses
a literature review focusing on both recent and past papers related to
nursing activity recognition through skeleton-based video data focusing
on LLMs. Section 3, shows data description, data preparation, and data
pre-processing. Section 4 shows our proposed Methodology, Section 5
shows the result analysis. In section 6 we discuss the advantages and
disadvantages of our proposed methodology of using LLMs, a subset of
GenAI. Finally, Section 7 concludes the paper.

Generative AI for Recognizing Nurse Training Activities in Skeleton-Based
Video Data



IJABC: International Journal of Activity and Behavior Computing 3

Table 1: Overview of Traditional and GenAI Interactive Approaches

Approach Traditional GenAI Interactive

Manual ✓ ✓
Rule-based ✓ ✓
Linear ✓ ✓
Structured ✓ ✓
Deterministic ✓ ✓
Repetitive ✓ ✓
Human Intervention ✓ ✓
Historical-data ✓ ✓
Semantic Analysis - ✓
Automated - ✓
Data-driven - ✓
Dynamic Adaption - ✓
Innovative - ✓
Scalable - ✓
AI-driven Insight - ✓
Self-learning - ✓
Customizable Algo-
rithms

- ✓

Probabilistic - ✓
Real-Time Analysis - ✓

2 Literature Review

This section discusses both present and past works related to nursing
activity recognition mainly from skeleton-based video data focusing on
LLMs, a subset of GenAI.

In [20], authors proposed a feature selection strategy to select only
important features from the handcrafted features. They also claimed that
their simple classifier can generate satisfactory performance on the nurse
care activity data. However, we did not find any activity recognition
related to ES or any feature selection to recognize ES activities. Also, the
authors mentioned only the use of the Spatio-temporal graph convolution
method in their methodology. We did not find any use of LLMs that is
GenAI, especially during the feature selection process. On the other hand,
we have used LLMs-generated processes and features to recognize nursing
activities related to ES which is a critical task nurses need to perform in
ICU when necessary.

In [4], authors mentioned ES as a life-threatening technique and dis-
cussed the importance of correct and immediate actions to complete ES
tasks. Authors mainly focused on the prevention of secondary infection
by suctioning which is one of the activities in ES. However, we did not
find any actions toward recognizing whether the activities during the ES
procedure were correctly followed or not. In this paper, we aim to use
skeleton-based data to recognize whether nurses are correctly performing
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tasks in the ES process. Therefore, to recognize ES activities more pre-
cisely and aid to nurse training in ES our methodology aims to enhance
accuracy and effectiveness through the use of LLMs.

In [2] [15] [9], authors showed a different approach to recognizing hu-
man activity mainly using skeleton data. Here author used a probabilistic
graphical model, skeleton-based spatiotemporal informational and con-
ventional neural networks (CNN), and a method composing 3D skeleton
data to recognize human everyday activities and classification of human
activities. However, the authors did not mention any activity recognition
methods that can aid nurse training focusing on ES activity recognition.
Also, the authors mainly used traditional AI approaches in their pro-
posed solutions. The authors did not provide any specific opportunities
and challenges regarding the use of LLMs.

From [14] [13], we got our motivation to recognize nurse training ac-
tivity in ES using video-based pose estimation data i.e. skeleton data. We
have used their dataset to build and use our methodology. Here authors
mentioned a structured way to recognize nursing activities in ES. The
authors used You Only Look Once version 7 (YOLOv7) to extract pose
estimation from video data. The authors represented the pose estimation
output from each frame using YOLOv7 through a vector comprising X,
and Y coordinates and the confidence (c) of the keypoints as illustrated
by equation 1.

F = [x0, y0, c0, x1, y1, c1, . . . , x16, y16, c16] (1)

The authors adeptly managed scenarios involving the presence of two
or more individuals in a frame. They approached this by calculating the
trunk length according to equation 2, considering that the nurse standing
near the camera is the one who is carrying out ES tasks, and the subject’s
trunk length is likely to be greater than that of any other individual in
the background.

trunk length = 1.2× left forearm length

+ left upper arm length + 0.1× hip length

+ 0.1× shoulder length (2)

Here authors used two approaches which are the Baseline approach
and our proposed approach. However, we did not find any clear discus-
sion about using LLMs such as ChatGPT, Gemini or Copilot to enhance
the proposed solution. Also, the authors did not show any comparison
between two or more LLMs for improvement of any specific part of the
problem. In this paper, we aim to use popular LLMs through two-way
communication to enhance the solutions for nursing activity recognition
in the realm of ES. Moreover, we aim to show a comparison between dif-
ferent LLMs so that valuable insight can be extracted for specific parts of
the problem.

In [11] [7], the authors extracted features from sensor data, then used
K-Nearest Neighbors (KNN) and achieved highest accuracy on 10-fold
cross-validation. Their dataset contains nurse activity data and was col-
lected using three sensors named Motion Capture, Meditag, and Ac-
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celerometer sensors. However, we did not find the use of any other al-
gorithms. In our methodology, we have used various types of algorithms
to analyze which performs better in our dataset.

In [1] [5], authors used 3D pose estimation and multilabel classification
to improve human activity recognition focusing on nursing activity as
well. In both of the cases, authors achieved 55.7% and 63% F1 Score.
However, we did not find any scope for using LLMs to enhance feature
selection and recommendations for selecting algorithms through two-way
communication.

In [3], the authors proposed a spatial-temporal graph convolutional
network (ST-GCN) to recognize nurse care activity. Their model was
evaluated by using leave-one-subject-out cross-validation methods and
achieved 57% accuracy. However, we did not find any recommendations
regarding the use of other close algorithms such as Temporal Convolu-
tional Networks or Light Gradient Boosting Machines. In our research
work, we used both mentioned algorithms to analyse and get valuable in-
sight regarding the performance of our model.

In [8], the authors proposed a novel method named LLMIE-UHAR
which leverages LLMs and Iterative Evolution to realize Unsupervised
HAR. They used LLMs to fuse both contextual and semantic information
and annotate key samples through a clustering algorithm. The authors
also used multiple approaches to analyze outcomes using different models.
However, the authors used data which is based home home activities such
as reading, and other household activities. However, the author did not
specify whether their proposed model, LLMIE-UHAR, is suitable for rec-
ognizing nurse training activities that focus on ES. In environments like
nurse training activities focusing on ES, there are typically fixed activities
that occur in a specific sequence. Additionally, there may be two or more
nurses in the background. Conversely, in a home environment, activities
can vary widely and do not require sequencing.

3 Data Preparation

3.1 Data Description

Pose Skeleton (Keypoints) data are extracted from video data recorded
from ten nurses and twelve nursing students performing ES on the ESTE-
SIM simulation. Here YOLOv7 was used to extract pose skeleton data
from the videos. There are a total of 9 activities in the ES procedure.
Figure 1 shows the joint angles which are used in feature extraction.
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Table 2: ES Activities and their ID’s

Activity Class ID Activity Name

0 Catheter preparation
1 Temporal removal of an artificial airway
2 Suctioning phlegm
3 Refitting the artificial airway
4 Catheter disinfection
5 Discarding gloves
6 Positioning
7 Auscultation
8 Others

Figure 1: Joint angles A,B,C,D,E are used in feature extraction[14].

3.2 Data Structure

There are also 32 CSV files containing annotations of each video in the
training set. Annotation data contain the start time, stop time, activity

Generative AI for Recognizing Nurse Training Activities in Skeleton-Based
Video Data



IJABC: International Journal of Activity and Behavior Computing 7

Table 3: Keypoint Data Description

Keypoint Coordinates (X, Y) Confidence

Nose nose x, nose y nose conf
Eye (L/R) left eye x, left eye y left eye conf

right eye x, right eye y right eye conf
Ear (L/R) left ear x, left ear y left ear conf

right ear x, right ear y right ear conf
Shoulder (L/R) left shoulder x, left shoulder y left shoulder conf

right shoulder x, right shoulder y right shoulder conf
Elbow (L/R) left elbow x, left elbow y left elbow conf

right elbow x, right elbow y right elbow conf
Wrist (L/R) left wrist x, left wrist y left wrist conf

right wrist x, right wrist y right wrist conf
Hip (L/R) left hip x, left hip y left hip conf

right hip x, right hip y right hip conf
Knee (L/R) left knee x, left knee y left knee conf

right knee x, right knee y right knee conf
Ankle (L/R) left ankle x, left ankle y left ankle conf

right ankle x, right ankle y right ankle conf

name, activity ID, and more.

Table 4: Annotation Data Description

Column Name Description

start time Start time of activity (in second)
stop time Stop time of activity (in second)
annotation str Activity name
annotation Activity ID

Here Table 2 shows the activities in ES and their ID. In the activity
name, we have Catheter preparation, Temporal removal of an artificial
airway, Suctioning phlegm, Refitting the artificial airway, Catheter disin-
fection, Discarding gloves, Positioning, Auscultation, and Others. Table
3 shows the key point data description. keypoint data include the nose,
eyes, ears, shoulders, elbows, wrists, hips, knees, and ankles are identified
with specific coordinates (X, Y) and associated confidence levels for each.
Table 4 shows the annotation data description as mentioned earlier.
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4 Methodology

In this paper, we propose to use LLMs, subset of GenAI to build a model
that comprises ML feature engineering and ML algorithms to recognize
nursing activity regarding ES. We have divided our methodology into two
parts. The first part contains basic data processing including removing
redundant data and removing features such as knee and ankle coordinates
and their confidences which may not be important to recognize activity.
Here some of the parts are added according to the generated suggestions of
LLMs such as ChatGPT, Gemini and Copilot. The second part contains
more robust suggestions regarding new features that can be calculated
from Skeleton-based data, and different algorithms that may increase the
efficiency of recognizing nursing activity.

Figure 2: A concise flow chart of the overall work process.
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According to the flow-chart of Figure 2, pose skeleton data are going
through initial data reprocessing. Here some of the basic feature engi-
neering is done regarding removing redundant data and more. The ML
algorithm is used and results are obtained.

PCA(X) = XW (3)

Here X represents the original data matrix, and W represents the
matrix of principal components.

Then with the help of LLMs, new features are added and various
algorithms are used to identify the best-performing algorithm for this
specific problem, all are done mostly through two-way communication
with LLMs tools such as ChatGPT 4, Gemini, and Copilot.

In our methodology we used confusion matrix which is a popular tool
used in classification tasks to evaluate the performance of a classification
model.

Objective function =

n∑
i=1

loss(yi, ŷi) +

K∑
k=1

Ω(fk) (4)

Here l is the loss function, ŷi(t) is the predicted value at iteration t,
and Ω(fk) is the regularization term for the k-th tree.

Objective Function =

n∑
i=1

l(yi, ŷi(t)) +

K∑
k=1

Ω(fk) (5)

Here loss is the loss function, ŷi is the predicted value, and Ω(fk) is
the regularization term for the k-th tree.

Here Table 5 shows the algorithm overview of the methodology. On the
other hand, Table 6 shows one of the refined versions of communication.
Here, we have demonstrated one of the communications which are done
in terms of asking which features can be calculated given the problem
statement and data context, and which ML algorithms we should use
after calculating some of the suggested features.

It is visible that LLMs can suggest improvement and experiment anal-
ysis according to the given context such as an expert in this domain. Here,
ML is given priority as it is more popular in the domain of healthcare and
activity recognition [12] [21]. Equation (3), (4), and (5) represents Princi-
pal Component Analysis, XGBoost algorithm, and LightGBM algorithm
respectively.
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Table 5: Nursing Activity Recognition Algorithm Overview using LLMs

Stage Description

Input Pose skeleton data from video se-
quences, annotation data for activities.

Output Activity type predictions for each video
segment with improved accuracy.

1. Initial Method Utilized basic pose skeleton data ex-
traction and statistical feature extrac-
tion leading to lower accuracy in activ-
ity predictions.

2. Data Preprocess-
ing

Applied segmentation and smoothing
on pose skeleton data to prepare for en-
hanced feature extraction.

3. Initial Feature
Extraction

Extracted basic features such as mean,
standard deviation, and velocities which
resulted in lower model performance.

4. Initial Model
Evaluation

Initial model training with traditional
machine learning techniques showed
sub-optimal results and accuracy.

Introduction of
Generative AI

Incorporated Generative AI tech-
niques to significantly enhance fea-
ture extraction and model perfor-
mance.

5. Enhanced Fea-
ture Extraction us-
ing LLMs (GenAI)

- Introduced angular features between
joints and trajectory analysis for dy-
namic movement capture.
- Calculated advanced features like joint
angles, velocity changes, and trajectory
curvature using Generative AI.

6. Model Training
with LLMs

Re-trained the model using LightGBM
with enhanced features, leading to sig-
nificantly improved performance.

7. Enhanced Model
Evaluation

The application of Generative AI tech-
niques resulted in a marked increase in
F1 score, accuracy, precision, and recall.

8. Activity Predic-
tion with LLMs

Achieved higher prediction accuracy for
unseen video segments, demonstrating
the effectiveness of Generative AI en-
hancements.

9. Results Visual-
ization

Visualized the improved keypoint tra-
jectories and model predictions, show-
casing the superior performance of the
enhanced model.

Generative AI for Recognizing Nurse Training Activities in Skeleton-Based
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Table 6: Two-way Communication with LLMs and Extended Responses to
Queries

GenAI
Models

Refined Q1: What key fea-
tures can be identified from
skeleton data for endotracheal
suctioning activity recogni-
tion?

Refined Q2: Post-
PCA, which al-
gorithms enhance
accuracy and F1
score?

ChatGPT
(Ana-
lytics
Features
Precision
Recog-
nition
Recom-
menda-
tions)

ChatGPT leverages advanced an-
alytics on angular measurements,
speed, and path of limb move-
ments, aiming to precisely iden-
tify the execution of medical tasks.
This approach is key in separat-
ing similar tasks through nuanced
differences in motion, providing an
accurate basis for recognizing spe-
cific nursing actions such as endo-
tracheal suctioning.

Recommends Light-
GBM for its effi-
ciency with large
datasets and com-
plex features, along-
side XGBoost,
Random Forest,
SVM, and CNNs
for their robust
performance across
various data types.

Gemini
(Posture
Moments
Phase
Recom-
menda-
tions)

Gemini’s methodology involves a
deep dive into the posture analy-
sis, detailed arm movement track-
ing, and the interactions between
the nurse and medical equipment.
By focusing on how these elements
change throughout the suctioning
process, Gemini offers insights into
identifying critical moments and
ensuring accurate phase recogni-
tion, crucial for training and per-
formance assessment.

Suggests SVM for
high-dimensional
spaces, Random For-
est for its robustness
to outliers, and GBC
for handling complex
classification prob-
lems. Emphasizes
the importance of
CNNs for large data
sets.

Copilot
(Inte-
gration
Nuanced
Recog-
nition
High-
lights)

Copilot employs a comprehensive
framework that integrates pose es-
timation with analysis of joint an-
gles and sequential movement pat-
terns. This allows for an in-depth
understanding of the nurse’s ac-
tions, from preparation to the ac-
tual suctioning and completion, of-
fering a nuanced view that sup-
ports both activity recognition and
ergonomic assessments. Such de-
tailed analysis is essential for devel-
oping targeted training programs
and improving nursing care tech-
niques.

Highlights Logistic
Regression for bi-
nary classification,
Random Forest for
non-linear relation-
ships, SVM for
optimal hyperplane
separation, Neural
Networks for com-
plex relationships,
and Ensemble Meth-
ods for improved
performance.
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We have used multiple algorithms suggested by GenAI, to check which
algorithms perform best in the training data. In the first part before cal-
culating features suggested by GenAI we used eXtreme Gradient Boosting
(XGBoost), Convolutional neural network (CNN), and Long short-term
memory (LSTM) which are also outcomes of two-way communication
with LLMs. On the other hand, in the second part, we calculated the
Angular Feature, Velocity Acceleration, Trajectory Features, Temporal
Features, Energy Features, and Statistical Moments. However some of
the features were causing poor accuracy and F1 score, therefore we fi-
nalize Angular Feature, Velocity Acceleration, and Trajectory Features.
Also, we have tried different algorithms such as light gradient-boosting
machine (LightGBM), TAB Transformer, Feedforward Neural Network
(FNN), CATBoost, Entity Embedding, Temporal Convolutional Networks
(TCN), Decision Tree (DT), Support Vector Machine (SVM), Random
Forest Classification. We also used a hybrid model consisting of CNN
or GCN, LSTM/GRU, and LightGBM. Moreover, we tried to use Vision
Transformer (ViT) using GenAI, but due to a lack of Random Access
Memory (RAM), the program crashed in Google Colab.

5 Result Analysis

In this section, we aim to analyze the results before and after using LLMs’
suggested development and solutions in our methodology. As mentioned
in the methodology section, we calculated various features and only final-
ized those features which contributed to better accuracy and F1 Score.
Similarly, in the second part, we implemented and used different algo-
rithms and approaches and only selected the best-performing algorithm
in terms of the highest accuracy and F1 Score.

It is worth mentioning that we also checked feature importance in
our training dataset and tried to make our model better focusing on the
highest feature value. But in every case, F1 and accuracy were slightly
decreasing.

In the first section of the program, we finalized using XGBoost al-
gorithms and got an F1 Score of 0.31 and an Accuracy of 0.51 with a
Precision of 0.38 and a Recall of 0.30. Figure 4 shows the confusion ma-
trix (CM) generated after using XGBoost.

In the second section after calculating and selecting new features sug-
gested by different LLMs, we finalized using the LightGBM algorithm and
achieved a higher Accuracy of 0.58 and an F1 score of 0.46 with a Preci-
sion of 0.61 and a Recall of 0.41. Figure 5 shows CM for the second part
of the program.
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Figure 3: Feature Importance Analysis.
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Figure 4: Confusion Matrix for first section.

Figure 5: Confusion Matrix for second section.

Table 7 shows the feature calculation suggested by LLMs, and after
using specific ML algorithms on those features, calculates the F1 Score
and Accuracy of the model. To make the program more efficient, we
finally selected three features - Angular Feature, Velocity Acceleration,
and Trajectory Features. We also identified the most contributing feature
through feature importance analysis, as shown in Figure 3. However, this
approach did not yield significant enhancement.

Here Table 8 shows the performance (F1 score, Accuracy, Precision,
and Recall) after using various algorithms and approaches suggested by

Generative AI for Recognizing Nurse Training Activities in Skeleton-Based
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Table 7: Evaluation Metrics for Different Feature Combinations

Feature Combina-
tion

F1 Score Accuracy Precision Recall

Angular Feature +
Velocity Acceleration

0.43 0.57 0.60 0.39

Angular Feature +
Velocity Acceleration
+ Trajectory Fea-
tures

0.44 0.57 0.59 0.39

Angular Feature +
Velocity Acceleration
+ Trajectory Fea-
tures + Temporal
Feature

0.44 0.57 0.59 0.39

Angular Feature +
Velocity Acceleration
+ Trajectory Fea-
tures + Energy Fea-
tures

0.43 0.57 0.60 0.38

Angular Feature +
Velocity Acceleration
+ Trajectory Fea-
tures + Statistical
Moments

0.44 0.57 0.59 0.39

LLMs such as ChatGPT, Gemini and Copilot. Here it is visible that
LightGBM performs well in terms of the F1 Score and Accuracy of the
model. Hence we finally used the LightGBM algorithm to propose our
methodology. One of the most widely used visualization techniques for
classification related performance is confusion matrix[16]. True Positive
(TP), True Negative (TN), False Postive (FP), False Negative (FN) are
the components of a confusion matrix.

Here, some of the used algorithms produced poor accuracy and F1
score. One of the possible reasons for the TAB Transformer that causes
poor performance may be the inadequate data size. DT might have strug-
gled to capture complex patterns in this data. On the other hand, SVM
could not perform well because of its linear nature with non-linear deci-
sion boundaries in the data. It is clearly stated that Entity Embedding
performs lowest in this context. One of the reasons could be over-fitting
and lack of generalization to the used dataset.

6 Discussion

In this section, we discuss the advantages and disadvantages of using our
proposed methodology using LLMs for feature engineering and algorithm

Generative AI for Recognizing Nurse Training Activities in Skeleton-Based
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Table 8: Evaluation Metrics for Different Algorithms

Algorithms F1 Score Accuracy Precision Recall

LightGBM 0.46 0.58 0.62 0.41
TAB Transformer 0.31 0.50 0.30 0.28
FNN 0.31 0.50 - -
CatBoost 0.29 0.51 0.65 0.29
Entity Embedding 0.15 0.18 0.17 0.19
DT 0.29 0.51 0.31 0.28
SVM 0.28 0.51 0.30 0.28
Random Forest
Classification

0.29 0.51 0.31 0.29

selection in nursing activity recognition for ES.

6.1 Advantages of our Proposed Methodology

The main advantage of our proposed approach is its robustness in fea-
ture selection and algorithm optimization. By incorporating approaches
suggested by LLMs such as ChatGPT, Gemini, and Copilot, we were
able to identify the most impact features and best suitable algorithms,
as evidenced by the enhanced F1 Score and accuracy from XGBoost to
LightGBM. On the other hand, adaptability is also a major strength in
our proposed methodology which incorporated new and effective feature
sets such as Angular Features, Velocity Acceleration, and Trajectory Fea-
tures. These features, suggested by LLMs helped our model to get higher
accuracy in terms of activity recognition using skeleton-based video data.

6.2 Limitations and Disadvantages of our Pro-
posed Methodology

Here one of the key limitations is the reliance on large labeled datasets. As
the performance that is accuracy and F1 increase after incorporating new
features, this may indicate that our model’s performance may be contin-
gent on the quality and availability of training data. Moreover, our model
may influenced by biases if the LLMs such as ChatGPT, Gemini, and
Copilot are trained on non-representative data. Furthermore, while using
different LLMs, we experienced both similarities and different suggestions
and approaches which created confusion and indecisive situations.

6.3 Comparative Analysis

In comparison to the traditional approach, our methodology shows promis-
ing results. However, our approaches using some of the advanced algo-
rithms such as TAB Transformer, could not perform well in terms of
accuracy and F1 Score. This may be due to the size of the dataset. On
the other hand, LightGBM performed effectively in our approach, but its
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performance may vary as the size and diversity of the dataset increase and
there is a potential that both accuracy and F1 Score might not maintain
the same high standards with more varied datasets.

6.4 Leveraging LLMs for Enhanced Results

Leveraging suggestions from LLMs such as ChatGPT, Gemini, and Copi-
lot significantly enhances the performances of our methodology. At first,
before considering the addition of new features and algorithms, we tried
to use approaches with existing features. Here, LLMs provided me with
numerous suggestions, and Principal Component Analysis (PCA) was one
of them which helped to slightly increase our model’s performance. How-
ever, mainly by providing descriptions and structures of the dataset to
LLMs, we got some features-related recommendations which are Angular
Features, Velocity Acceleration, Trajectory Features, Temporal Features,
Energy Features, Statistical Moments, Relative Positions, and Dynamic
Time Warping (DTW). Considering some of the features provided us with
higher accuracy and F1 Score. Also, LLMs help us with recommending
various algorithms and a mix of algorithms which we implemented and
analyzed the outputs according to Table VIII.

7 Conclusion

This study aimed to improve nursing activity recognition with the power
of LLMs, a subset of GenAI which are now becoming more popular among
researchers. Analyzing the potential research gap using LLMs to recognize
activities of ES from skeleton data which are extracted from Video data.
We have shown how LLMs such as ChatGPT, Gemini and Copilot helps to
improve feature engineering, select the best-fit ML algorithm, and propose
more structural programming solutions that enhance both accuracy and
F1 Score. To automate nursing activity recognition in terms of ES, GenAI
can be a good option to optimize the solution and gain more accuracy.

In this paper, we showed how two-way communication with LLMs can
enhance the model performance in terms of F1 Score and Accuracy. Be-
fore using LLMs based suggestions and appraoches, we achieved an overall
F1 Score of 0.31 with an Accuracy of 0.51. On the other hand, after using
LLMs based suggessions and approaches we achieved a higher F1 Score
of 0.58 with an Accuracy of 0.46. Therefore, it is clear that LLMs that is
GenAI can improve our model performance by providing valuable guid-
ance and insight like a human expert. While this study provides valuable
insights for features selection and algorithms for skeleton-based datasets,
it mainly focuses on identifying effective approaches rather than discussing
the broader implications for future researchers. The analysis section offers
a comprehensive comparison of different algorithms’ performances on the
dataset, aiding in understanding their efficacy.

The future version of this study aims to incorporate multi-modal data
sources such as audio and vital body posture which may help to recognize
nursing activities in ES more precisely. Moreover, we plan to explore the
scalability of the GenAI frameworks. Finally, to enhance the accuracy
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and efficiency of nursing activity recognition our future aim will focus on
integrating real-time feedback methods to aid and notify nurses during
these critical ES procedures.

Appendix

Table 9: Experimental Setup Information

Parameter Value
Language Python
Device Configuration Windows 10 (64-bit), 8GB RAM

and Google Colab (Chrome
Browser)

Libraries Pandas, NumPy, Matplotlib,
Scikit-learn, XGBoost, Light-
GBM, TensorFlow, Keras,
PyTorch, CatBoost, TabNet, and
TCN

Train-Test Split 5-fold cross-validation
Execution Time (First
Part, XGBoost model)

CPU times: user 4 µs, sys: 0 ns,
total: 4 µs Wall time: 7.15 µs

Execution Time (Sec-
ond Part, LightGBM
model)

CPU times: user 3 µs, sys: 0 ns,
total: 3 µs Wall time: 6.91 µs
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